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Abstract

The variation among faces can be partitioned into two sources: (a) shape and (b) surface reflectance. To compare the utility of shape
and reflectance for face recognition, we created two sets of faces, with individual exemplars differing only by shape in one set and only by
reflectance in the other set. Grayscale and full color versions of the stimuli were used in separate experiments; the physical variation
between exemplars was equated across the two sets with the grayscale but not the full color stimuli. Subjects performed a matching task
in which both the target and distractor were drawn from the same set, so that only shape or only reflectance information could be used to
perform the task. With the grayscale stimuli, performance was better in the shape condition, but with the color stimuli, performance was
better in the reflectance condition. Inversion of the faces disrupted performance with the shape and reflectance sets about equally, sug-
gesting that the inversion effect is not caused specifically by the spacing of facial features, or even by shape information more generally.
These results provide evidence that facial identity is a function of reflectance as well as shape, and place important constraints on expla-
nations of why inversion impairs face recognition.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The visual information available to distinguish faces can
be divided into two broad classes—shape and surface reflec-
tance.1 Though shape is believed to be the dominant cue for
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1 Though reflectance is sometimes referred to as ‘albedo’, ‘color’, or
‘texture’, we believe these terms to be problematic because they can also be
used to refer to specific subsets of the broader light transfer function of a
surface—the fraction of light emitted by the surface in the case of ‘albedo’,
greater reflectance of specific wavelengths in the case of ‘color’, and
spatially variegated reflectance in the case of ‘texture’. We use the term
‘reflectance’ to refer to the complete light transfer function of the surface,
including subsurface scattering, which is an important attribute of human
skin (Debevec et al., 2000). Elsewhere we have used the term ‘pigmen-
tation’ to refer to the exact same concept (Russell, Sinha, Biederman, &
Nederhouser, 2006).
the recognition of objects (Biederman & Ju, 1988; Palmer,
1999; Tanaka, Weiskopf, & Williams, 2001; Ullman, 1996),
there is evidence pointing to the importance of reflectance
(sometimes called ‘pigmentation’) for face recognition.
Unlike basic-level objects, faces are notoriously difficult to
recognize from line drawings (Bruce, Hanna, Dench, Healey,
& Burton, 1992; Davies, Ellis, & Sheperd, 1978; Leder, 1999;
Rhodes, Brennan, & Carey, 1987). Because line drawings do
not contain reflectance information, this suggests that reflec-
tance plays a role in face recognition. Similarly, recognition
is not as good with representations of faces that have uni-
form (and hence non-diagnostic) reflectance (Bruce et al.,
1991). Also, there is evidence that faces with negated contrast
are difficult to recognize largely because the perception of
reflectance is disrupted (Bruce & Langton, 1994; Liu, Collin,
Burton, & Chaurdhuri, 1999; Russell et al., 2006; Vuong,
Peissig, Harrison, & Tarr, 2005).
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But is reflectance actually as important as shape for rec-
ognizing faces? O’Toole and colleagues investigated this
question by determining in an old/new task whether sub-
jects could recognize laser-scanned faces for which only
shape or only reflectance was diagnostic (O’Toole, Vetter,
& Blanz, 1999). They used a laser-scanning process that
records in separate files the three-dimensional depth (shape)
and surface reflectance properties of a face. These files can
be manipulated independently and subsequently re-com-
bined. One group of subjects saw a set of faces that differed
from each other in terms of shape but not reflectance, in
that they all had the same reflectance as one another (the
average of all the faces scanned of the appropriate gender).
Another group of subjects viewed a set of faces that all had
the same shape (again the average of all the faces scanned)
but differed from one another in terms of their reflectance.
Both groups of subjects performed the old/new task about
as well as each other, but not as well as a third group of sub-
jects who viewed faces that differed in terms of both shape
and reflectance. Overall, the findings pointed to approxi-
mately equal utility of three-dimensional shape and reflec-
tance information for face recognition.

The evidence points to reflectance and shape both being
important for face recognition. Yet there remains a group
of findings, related to the inversion effect, that could be inter-
preted as evidence that reflectance is relatively unimportant
for face recognition. Because inversion (rotation in plane) of
180� makes faces much more difficult to recognize (Valen-
tine, 1988; Yin, 1969), one might infer that the information
that is disrupted by inversion is of outsized importance for
recognition, and that information not disrupted by inversion
is of lesser importance. For this reason, the nature of the
information that is disrupted by inversion is germane to
the question of the utility of reflectance for face recognition.
This decline in face recognition performance caused by
inversion has been attributed to impairment in the percep-
tion of ‘‘second-order relations’’—the distances or spacing
between features and contours (Diamond & Carey, 1986),
which is a component of face shape. A group of studies inves-
tigated sensitivity to manipulations of the spacing of features
or to manipulations of the details of the features themselves
(e.g. the reflectance or shape of the eyes and mouth), and
found evidence suggesting that inversion disrupts sensitivity
to spacing more than sensitivity to the feature details (Bar-
ton, Keenan, & Bass, 2001; Freire, Lee, & Symons, 2000;
Leder & Bruce, 2000; LeGrand, Mondloch, Maurer, &
Brent, 2001). However, two recent studies have found that
when presentation of the conditions is randomized rather
than blocked, and performance in the upright conditions is
equated, perception of spacing is not disrupted more by
inversion than perception of features (Riesenhuber, Jarudi,
Gilad, & Sinha, 2004; Yovel & Kanwisher, 2004). The broad-
er question of whether shape or reflectance is disrupted by
inversion has not been investigated. Does inversion only
(or primarily) disrupt the employment of shape information
for face discrimination? Or does inversion also disrupt the
employment of reflectance information?
The overarching goal for our study was to investigate
the utility of reflectance for face recognition. We
approached this larger goal through two routes. First, we
sought to compare the utility of shape and reflectance for
face recognition, extending the findings of O’Toole et al.
(1999) by replicating them with a different task and stimuli,
and by controlling for visual similarity across conditions.
Second, we sought to determine whether face inversion dis-
rupts the perception of reflectance as well as shape. We
turn now to describe at length the direct comparison of
shape and reflectance, and return in the final paragraph
of the introduction to the investigation of inversion.

To investigate the relative roles of shape and reflectance
for face recognition, we created sets of faces in which the
exemplars differed from one another only in terms of their
shape or only their reflectance. We then assessed perfor-
mance in a matching task in which both target and distrac-
tor faces were drawn from the same set, so that the faces in
a given trial could be distinguished only by shape or by
reflectance. This approach was similar to that of the
O’Toole et al. study, but with some differences that we out-
line here. Both experiments used ‘unfamiliar recognition’
tasks (subjects did not know the people whose faces served
as stimuli) but our experiment employed a two-alternative
forced-choice delayed match-to-sample task rather than an
old/new task. We used a within-subjects design, so that
each subject saw all the stimuli, and did not know which
type of information would be useful on a given trial. Per-
haps most importantly, our stimuli were based on photo-
graphs rather than laser scans, and this involved a
different separation of shape and reflectance.

Rather than creating stimuli that were matched for their
three-dimensional shape, we created stimuli that were
matched for their two-dimensional shape in the image
plane. Shape was determined by the locations in the image
of the outlines of the face, mouth, nose, eyes, irises, and
eyebrows—those outlines that are part of the shared com-
mon configuration of all faces. In this two-dimensional def-
inition of face shape, borders defined by sharp luminance
gradients are considered attributes of face shape when they
are common to all faces (e.g. the outline of the iris or the
outline of the eyebrow), but not when they are unique to
individual faces (e.g. a mole or freckles). This is different
than the method used by O’Toole et al. (1999), for which
the borders of the eyebrows or irises would be considered
attributes of reflectance, though the resulting stimuli are
largely similar in their appearance. Our method does have
limitations—in particular the images that vary in terms of
reflectance also vary slightly in terms of their shape. This
is caused by a combination of imperfect image warping
and the utility of shading and specularity as cues to shape.
Nonetheless, the reflectance variation of these images is
much greater than the shape variation, and so they can
be considered to vary almost entirely in terms of reflec-
tance. Overall, we believe that our method does a good
job of capturing the subjective sense of shape and reflec-
tance/pigmentation in a face image.
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Differences in performance with the ‘Shape’ or ‘Reflec-
tance’ sets could be due either to differences in the amount
of information that each provides (i.e. how similar the faces
are in terms of shape or in terms of reflectance) or to differ-
ences in observers’ ability to utilize the different kinds of
information. To address this issue, we sought to equate
the similarity of the images in the Shape and Reflectance
sets, so that a link could be established between the amount
of information provided by a given source, i.e., reflectance
or shape, and the utility of that source for recognition.
Toward this end, we computationally measured the simi-
larity of the face images in the Shape and Reflectance sets
using the Gabor-jet model developed by von der Malsburg
and colleagues (Lades et al., 1993). This model computes
the activation produced by columns (‘‘jets’’) of multi-
scaled, multi-oriented Gabor filters, with each jet centered
on a given region of the visual field, roughly corresponding
to a V1 simple cell hypercolumn. An evenly spaced rectan-
gular grid of these jets covers the image and, unlike a more
recent version of the Gabor-jet model (Wiskott, Fellous,
Kruger, & von der Malsburg, 1997), remains fixed in the
same position regardless of the image contents. The system
is sensitive to contrast, but not to whether the contrast is
caused by shape or reflectance. This metric correlates well
with human performance in matching faces (Biederman
& Kalocsai, 1997; Hancock, Bruce, & Burton, 1998; Kaloc-
sai, Biederman, & Cooper, 1994). We refer to the similarity
values derived from this metric as ‘‘Gabor-jet similarity’’.
We measured the distribution of Gabor-jet similarities for
all the pairs of images within each condition to the distribu-
tions of the other two conditions, to determine whether the
conditions differed in terms of the physical similarity of
their exemplar images. By manipulating the background
color of the images, we were able to equate the similarity
of the Shape and Reflectance sets.

Previous work investigating the utility of reflectance
information has only used grayscale images. Yet removing
color from an image to make it grayscale selectively removes
reflectance cues without removing shape cues, changing the
relative utility of the two classes of cues. As a coarse evalua-
tion of this contribution of color, in a separate experiment we
also compared the utility of shape and reflectance with col-
ored images. The Gabor-jet system that we used to measure
image similarity has been designed and validated for use with
grayscale images, and cannot produce meaningful similarity
measures of color images. This is why the evaluation with
color is termed ‘‘coarse,’’ insofar as only in the experiment
with grayscale images were the shape and reflectance sets
of stimuli matched for image similarity. Because the color
versions of the images could not be matched for image sim-
ilarity, the results of the two experiments are not directly
comparable in terms of the information content of the imag-
es. However, aside from the presence of color, the images are
exactly the same. Because the grayscale Shape and Reflec-
tance sets were equated for similarity, we can reasonably
assume that the images of the color Reflectance set are some-
what less similar than the images in the color Shape set.
To evaluate whether face inversion disrupts the percep-
tion of reflectance as well as shape, we compared perfor-
mance on the task when faces were inverted as well as
upright. If it is specifically the use of second-order relations
that is disrupted by inversion, or even the use of shape in gen-
eral, we should find that inversion is more disruptive of per-
formance with the Shape set than with the Reflectance set.

2. Methods

We ran two experiments using the same design. In Experiment 1 stim-
uli were presented in grayscale, and in Experiment 2 stimuli were presented
in full color.

2.1. Subjects

Thirty-three subjects participated in the experiments—17 in Experi-
ment 1, and 16 in Experiment 2. After data from two subjects in Experi-
ment 1 and one subject in Experiment 2 were excluded for failure to
exceed chance performance in all conditions, the data from 15 subjects
were analyzed for each experiment. Subjects in Experiment 1 had a mean
age of 23 years (SD 5 years), and those in Experiment 2 had a mean age of
21 years (SD 4 years). There was not a significant difference between the
ages of the subjects in the two experiments, as assessed by an independent
samples t-test, t28 = 1.3, p = .2. In both experiments, there were seven
male and eight female subjects. All subjects were contacted through the
MIT Brain and Cognitive Sciences subject pool, were naı̈ve to the purpose
of the study, and had normal or corrected-to-normal vision.

2.2. Stimuli

Frontal facial photographs were taken of eight male and eight female
faces that were clean-shaven and wearing no cosmetics. The people were
all Caucasian, and ranged in age from 18 to 25, with a mean age of 20.
All of the faces were photographed under the same illumination in the
same room, so that variation between images of the faces was caused by
shape or reflectance but not illumination. The heights of the camera and
lamps were fixed, and the chair used by the photographic subjects was
adjusted such that their heads were all at the same height. To minimize
shading cues the faces were illuminated by two studio lamps with large dif-
fusing heads, in a small room with white walls (for greater ambient illumi-
nation). These two lamps, the camera and tripod, and the chair on which
the photographic subjects sat, were kept in locations that were fixed with
respect to each other and the room. The lights were centered at 0� eleva-
tion (level with the head), to eliminate cast shadows and minimize the
effects of shading cues (Liu et al., 1999). Frontal illumination also allowed
the direction of lighting relative to the face and relative to the viewer to
remain constant whether the image was upright or inverted.

The images were cropped to remove hair, ears, and neck. For each sex,
the eight original faces were morphed together using Morph Man 3.0
(Stoik Imaging) to produce an average face. We created the stimuli for
the Shape condition by warping this average face into the shape of each
of the original faces, producing new faces with the same (average) reflec-
tance, but distinct shape. Similarly, we created the stimuli for the Reflec-
tance condition by warping each of the original faces into the shape of the
average face, producing new faces with the same (average) shape, but dis-
tinct reflectance. The original faces, which differed from one another in
terms of both their shape and their reflectance, comprised the stimuli for
the Shape + Reflectance condition. By ‘morphing’ we refer both to mov-
ing pixels in the image plane and to the averaging of the pixel intensities
of different images, while by ‘warping’ we refer only to moving pixels in
the image plane. In order to achieve very high fidelity between images
(to ensure, for example, that the shape of the images in the reflectance
set was as nearly identical as possible), we used approximately 250 refer-
ence points per face to perform the morphing and warping. Image warping
and morphing are described in greater detail Appendix A. These stimuli
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were previously used in Russell et al. (2006). In Experiment 1, these
stimuli were presented in grayscale (Fig. 1), and in Experiment 2 the same
stimuli were presented in full color.

We used the Gabor-jet system to compare the similarity of all the
pairs of faces in one condition to the similarity of the pairs of faces
in each of the other conditions (with eight male and eight female faces
in each condition, and each of the faces paired with every other face of
its same sex, there were 56 distinct pairings of faces per condition—28
per sex). The relative similarity of the two sets of images was manipu-
lated by manipulating the background color. It may seem odd to equate
the similarity of a set of face images by manipulating the background
rather than the faces themselves. However, the entire image is relevant
to performance on any unfamiliar face recognition task. Yet the choice
of background in such experiments is usually arbitrary and not given
careful attention. For the present purposes, the choice of background
was particularly relevant because it affects the relative similarity of
the Shape and Reflectance sets. As the background color becomes clos-
er to the average skin tone of the faces, the images of the Shape set
become more similar to each other while those of the Reflectance
become set less similar. This is because the outline of the faces becomes
less distinct, making the Shape set less similar, while the differences in
overall skin tone of the Reflectance set become more distinct, making
the Reflectance set less similar. In this way, increasing or decreasing
the contrast between the background and the average skin tone
has the opposite effect on the relative similarity of the Shape and
Reflectance sets. The stimuli for all three conditions were given the
Fig. 1. Examples of stimuli. The top row contains faces from the Shape cond
bottom row contains four faces from the Shape + Reflectance condition, which
and ‘Reflectance’ conditions was equated according to the Gabor-jet system (
same background (as in Fig. 1), which was chosen because it resulted
in equivalent distributions of similarity values for the pairs of images
in the Shape and Reflectance sets.

Gabor-jet similarity ranges from 0 to 1, with higher numbers indi-
cating greater similarity. The Gabor-jet similarities of face pairs in
the Shape set had a mean of 0.930 and a standard deviation of
0.019, while those in the Reflectance set had a mean of 0.932 and a
standard deviation of 0.012. A paired-samples t-test found the Shape
and Reflectance sets to be matched for Gabor-jet similarity, t55 < 1.
The Gabor-jet similarities of face pairs in the Shape + Reflectance set
had a mean of 0.888 and a standard deviation of 0.020. Paired-samples
t-tests found the Gabor-jet similarities of the Shape + Reflectance set to
be significantly lower than those of either the Shape set t55 = 24.0,
p < .001 or the Reflectance set t55 = 20.8, p < .001. The lower similarity
among the images in the Shape + Reflectance set was expected, as they
differed along more dimensions than did the images in either the Shape
or Reflectance sets. The Gabor-jet system is designed to operate on
grayscale (single channel) stimuli, and so the color versions of the stim-
uli could not be equated for similarity.

2.3. Procedure

Subjects performed a delayed match-to-sample, two-alternative
forced-choice task in a darkened room. In each trial of this task, the
observer saw a sample face for 141 ms, then a visual noise mask for
200 ms, and then a blank screen for 1000 ms. Next, two faces drawn
ition. The middle row contains faces from the Reflectance condition. The
are photographs of actual people. Similarity among the faces in the ‘Shape’
Lades et al., 1993).
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from the same set were presented side by side in the center of the
screen for 306 ms. One of the two faces (the sample) had been present-
ed just previously, and the other was a distractor face that was drawn
from the same set and same sex as the target face. Thus, when the tar-
get and distractor faces were drawn from the Shape set, only shape was
available to perform the task, when the faces were drawn from the
Reflectance set, only reflectance was available, and when the faces were
drawn from the Shape + Reflectance set, both kinds of information
were available. The task was to decide which of the two faces matched
the sample and to press the corresponding key as quickly as possible.
Subjects were not informed before the experiment as to how the faces
would differ. Trials from the different conditions were randomized so
that subjects could not adopt a strategy of attending exclusively to
shape or reflectance, and the left–right ordering of target and distractor
was counterbalanced. All the faces in a given trial were presented either
upright or inverted. Each of the eight faces of either sex was paired
with every other face of its same sex for each condition, and in each
orientation, resulting in 28(pairs) · 2(sex of face) · 3(condition) · 2(ori-
entation) · 2(left–right counterbalance) = 672 trials per observer. Stimuli
were presented in Matlab (The MathWorks, Inc.) using the Psycho-
physics Toolbox extensions (Brainard, 1997; Pelli, 1997).
3. Results

Percent correct responses for both experiments are
shown in Fig. 2, with the results of Experiment 1 (with
grayscale images) on the left, and those of Experiment 2
(with colored images) on the right. There was no significant
effect of the sex of the subject in either experiment, and so
this factor was excluded from further analysis. For each
experiment, we ran an ANOVA with condition (Shape,
Reflectance, Shape + Reflectance), orientation (upright,
inverted), and the sex of the face (male, female) as fixed fac-
tors, and percent correct responses as the dependent vari-
able. Response times (RT) appear in Fig. 3, with the
results of Experiment 1 (with grayscale images) on the left,
and those of Experiment 2 (with colored images) on the
right. Each subject’s RT data was cleaned by removing
Fig. 2. Experimental results, expressed as percentage of correct responses.
performance with upright faces, and dark bars indicate performance with inver
Experiment 2, with full color stimuli.
responses that were more than three standard deviations
slower than the subject’s mean response time. We ran the
same ANOVA with the RT data as with the performance
data.

3.1. Experiment 1—grayscale images matched for Gabor-jet
similarity

Performance in all conditions, including Reflectance,
was above chance (Fig. 2a). There was a significant main
effect of condition, F2,28 = 43.4, p < .001, and subsequent
Tukey’s HSD post hoc comparisons indicated that per-
formance with each of the conditions was significantly
different at the 0.05 level. Performance was better in
the Shape condition than in the Reflectance condition,
and best in the Shape + Reflectance condition. There
was also a significant main effect of orientation,
F1,14 = 43.2, p < .001, with performance worse with
inverted than upright faces. The interaction between con-
dition and orientation was not significant, F2,28 = 1.1,
p > .1, which suggests that orientation did not disrupt
one type of information more than the other. There
was no significant main effect of the sex of the face being
matched, F1,14 = 1.9, p > .1, though the interaction
between the sex of the face and orientation showed a
trend toward significance, F1,14 = 4.3, p = .057, with
greater effects of inversion for the female faces. There
was a similar but weaker pattern of results with the
response times (Fig. 3a), with significant main effects of
condition, F2,28 = 8.1, p < .01, and orientation,
F1,14 = 27.1, p < .001, but not of the sex of the face being
matched, F1,14 < 1, and there was a trend toward signif-
icance of the interaction between the sex of the face and
orientation, F1,14 = 3.8, p = .071, with greater effects of
inversion for the female faces.
Error bars indicate standard errors of the mean. Light bars indicate
ted faces. (a) Results of Experiment 1, with grayscale stimuli. (b) Results of



Fig. 3. Response times (RT). Error bars indicate standard errors of the mean. Light bars indicate performance with upright faces, and dark bars indicate
performance with inverted faces. (a) Response times (RT) for Experiment 1, with grayscale stimuli. (b) Response times (RT) for Experiment 2, with full
color stimuli.
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3.2. Experiment 2—full color images not matched for Gabor-

jet similarity

In Experiment 2 there was better performance with
Reflectance cues than with Shape cues, a reversal of
the ordering found in Experiment 1 (Fig. 2b). As in
Experiment 1, there was a main effect of condition,
F2,28 = 34.7, p < .001, and subsequent Tukey’s HSD post
hoc comparisons indicated that performance with each
of the conditions was significantly different at the 0.05
level. There was a main effect of orientation, F1,14 =
15.7, p < .001, with performance worse with inverted
than upright faces. Again, the interaction between con-
dition and orientation was not significant, F2,28 < 1,
indicating that orientation did not disrupt one type of
information more than the other. There was no signifi-
cant main effect of the sex of the face being matched,
F1,14 < 1. The interaction between the sex of the face
and orientation was significant, F1,14 = 5.3, p < .05, with
greater effects of inversion for the female faces. Indeed,
there appears to have been a very small effect of
inversion on the male faces in Experiment 2. There
was also a significant interaction between the sex of
the face and condition, F2,28 = 9.1, p < .05, with better
performance in the Reflectance condition with female
faces than with male faces but better performance in
the Shape and Shape + Reflectance conditions with male
faces. Because there were significant effects of the sex of
the face in the performance data, we present these
results broken down by the sex of the face in Fig. 4.
The response times (Fig. 3b) showed a similar pattern
of results, with significant main effects of condition,
F2,28 = 16.1, p < .001, and orientation, F1,14 = 4.6, p =
.05, but not of sex, F1,14 < 1. Unlike the performance
data, the response time data did not yield significant
interactions.
3.3. Comparison between grayscale and full color

The difference in performance with grayscale and full
color stimuli can be appreciated by comparing graphs (a)
and (b) in Fig. 2. To analyze the effects of color, we ran
an ANOVA with condition (Shape, Reflectance, Shape +
Reflectance), orientation (upright, inverted), and sex (male,
female) as within subjects factors, and color (grayscale, full
color) as a between subjects factor, and percent correct
responses as the dependent variable. To compare perfor-
mance with grayscale and full color stimuli, our concern
here was with the color factor and its interaction with other
factors. There was a significant main effect of color,
F1,28 = 6.7, p < .05, with better performance with full color
than grayscale faces. There was a significant interaction
between orientation and color, F1,28 = 6.6, p < .05, with a
larger inversion effect for the grayscale than the color faces.
There was also with a significant interaction between
condition and color, F2,56 = 16.5, p < .001. Inspection of
Fig. 2 suggests that this is caused primarily by better per-
formance in the Reflectance condition with full color than
with grayscale faces, and perhaps to a lesser extent by
better performance in the Shape + Reflectance condition
with full color. Finally, there was a three-way interaction
between sex, condition, and color, F2,56 = 4.2, p < .05.
Inspection of Fig. 4 does not immediately suggest any sin-
gle reason for this three-way interaction. Running the same
ANOVA with RT as the dependent variable found fewer
differences of color. Though responses were faster with col-
or faces, the main effect of color was not significant,
F1,28 = 1.4, p > .1. While there was a larger effect of inver-
sion with grayscale faces, the interaction between orienta-
tion and color was not quite significant, F1,28 = 2.8,
p = .1. The only significant interaction was between condi-
tion and color, F2,56 = 5.0 p < .05, with faster response in
the Reflectance condition with full color faces.



Fig. 4. Experimental results of Experiments 1 and 2, separated by sex of the face being matched, expressed as percentage of correct responses. Error bars
indicate standard errors of the mean. Light bars indicate performance with upright faces, and dark bars indicate performance with inverted faces. Solid
bars indicate female faces and outlined bars indicate male faces. (a) Results of Experiment 1, with grayscale stimuli. (b) Results of Experiment 2, with full
color stimuli.
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4. Discussion

Performance with either shape or reflectance informa-
tion alone was significantly better than chance, but was
also significantly worse than performance using both shape
and reflectance information, suggesting that both were
employed. The direct comparison between performance
with shape alone and performance with reflectance alone
yielded different results in the two experiments. With gray-
scale images for which the Gabor-jet similarity of the shape
and reflectance sets were equated, subjects performed bet-
ter at matching the faces using shape than reflectance infor-
mation. This suggests the possibility that the visual system
may use shape cues more efficiently than reflectance cues
for face recognition. With full color versions of the same
images (for which we can assume that the reflectance stim-
uli were less similar than were the shape stimuli) this rela-
tionship was reversed, and subjects performed better using
reflectance than shape information.

Overall, the results are broadly consistent with the
notion that shape and reflectance are both important for
face recognition. These findings are in agreement with
those of O’Toole et al. (1999), and show that they are tol-
erant to differences in the task and the procedures used to
create the stimuli. The advantage of Shape over Reflec-
tance in Experiment 1 where the two sets were equated
for information content suggests that shape may be used
more efficiently by the visual system for face recognition
than reflectance. To test this more completely it would be
helpful to vary the information content parametrically
rather than simply equating it across conditions.

In both experiments, face inversion disrupted the use of
shape and reflectance about equally. Because the faces in
the Reflectance condition did not differ in terms of their
second-order relations, our results are consistent with two
recent studies (Riesenhuber et al., 2004; Yovel & Kanwish-
er, 2004) in providing evidence against the assertion that it
is impairment in the perception of second-order relations
(the spacing of features) that causes poorer recognition of
inverted faces. The current study extends these findings
by presenting evidence that the disruption caused by inver-
sion is not even specific to shape in general, let alone to the
spacing of features. This suggests that the processes dis-
rupted by inversion utilize both shape and reflectance
information. It is important to note that there are spatial
relations in the reflectance map of a face (e.g. the dark area
of the eyebrow is below the lighter area of the forehead).
While inversion does not specifically disrupt shape, it is
entirely possible that inversion does specifically disrupt spa-

tial relations, whether those of shape or of reflectance.
The relative ordering of the utility of shape and reflec-

tance information apparent with grayscale faces was
reversed through the addition of color. This is presumably
because color provides reflectance but not shape informa-
tion. The effect of inversion was smaller with color than
with grayscale faces. We are not aware of any other study
that has investigated face inversion with color photo-
graphs, but the current result suggests that those aspects
of reflectance enhanced by color may be invariant to 2D
orientation. Another curious finding was the interaction
between orientation and the sex of the face, which was sig-
nificant or nearly significant with both color and grayscale
stimuli. We are not aware of any similar findings, and have
no speculation as to the cause.

Some caveats are in order. We only used Caucasian fac-
es as stimuli, and it is possible that the utility of reflectance
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is not the same in all ethnic groups. Also, we do not wish to
give the impression that the static, intrinsic cues that we
have investigated here are the only useful information for
face recognition. Dynamic cues such as distinctive emo-
tional expressions or speech movements (Knappmeyer,
Thornton, & Bulthoff, 2003; Lander & Chuang, 2005),
and contextual cues such as illumination (Braje, Kersten,
Tarr, & Troje, 1998; Enns & Shore, 1997; Hill & Bruce,
1996; Johnston, Hill, & Carman, 1992; McMullen, Shore,
& Henderson, 2000), have been shown to play a role in face
recognition. It is also likely that the relative utility of shape
and reflectance differs under different kinds of illumination.
The diffuse, frontal illumination that we used here reduced
shading variation, which is a cue to shape, and may have
enhanced pigmentation cues. Dim or less diffuse lighting
would likely enhance the relative utility of shape cues to
some degree.

The current study provides evidence in support of the
notion that reflectance plays an important role in face rec-
ognition. For recognition of unfamiliar faces, shape and
reflectance information were both found to be useful,
though performance was better using shape than reflec-
tance when information content was equated across the
two conditions. However, when color cues were added, per-
formance was better in the reflectance condition. Finally,
the data provide an important constraint for explanations
of the face inversion effect, in that inversion was found to
disrupt the recognition of faces when they differed by
reflectance as much as when they differed by shape.
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Appendix A. 2D image warping and morphing

The software we used for morphing and warping to cre-
ate our stimuli set is proprietary (MorphMan 3.0, Stoik
Imaging), and so we cannot provide the precise algorithm
used. Instead, we provide a general description of image
morphing based on triangulation, the option we selected
for rendering the images in MorphMan. Image morphing
is conducted on pairs of images (the ‘source’ and ‘target’
images), and involves three steps: (1) locating correspond-
ing feature points common to both images (2) warping
one or both images into an intermediate shape or the shape
of the other image (3) weighted blending of corresponding
pixel values in the warped images.

The first step of locating features points on the images is
typically done by hand. We used approximately 250 refer-
ence points per face to perform the morphing and warping.
With the exception of the points over the eye centers, these
points were placed as contour lines rather than individual
points, the significance of which is described below. Lines
were used to outline the jaw and hairline, the eyebrows,
the eyes and irises, the nose, and the mouth.

Image warping is a geometric transformation for aligning
two images via corresponding feature points. Because only a
very small fraction of the total pixels in the images are labeled
as feature points, a key problem in warping is determining
how the pixels other than the feature points should move.
A commonly used solution to this problem is called ‘triangu-
lation’, because it involves partitioning the image into trian-
gular regions by connecting neighboring feature points
(Rowland & Perrett, 1995; Wolberg, 1990). There are many
possible ways to tessellate the image with triangles. The
points inside a triangle will move as a function of the feature
points at the triangle vertices, and so it is desirable to tessel-
late the image such that points inside a triangle are closer to
its three vertices than to the vertices of another triangle. This
is commonly achieved through Delaunay triangulation of the
set of vertices, which has the property that no triangle vertex
falls in the interior of the circumcircle (the circle that passes
through all three vertices) of any triangle in the triangula-
tion. As mentioned above, we primarily used feature lines
consisting of linked points, rather than individual feature
points to establish correspondence between the source and
target images. This almost certainly indicates that a con-

strained Delaunay triangulation was used, meaning that
the triangulation was constrained such that each line seg-
ment between feature points was present as an edge in the tri-
angulation (Bern & Eppstein, 1995). This ensures that the
entire feature line of the source will align with that of the tar-
get, including pixels along the line in between the feature
points used to establish the line.

During warping, the movement of the pixels within a
particular triangular region is a function of the movement
of the three bounding feature points. Each point P within a
triangle ABC can be specified in terms of its distance from
the triangle vertex A along the vectors V1 ¼

�!
AB and

V2 ¼
�!

AC. This can be stated as P = k1V1 + k2V2 where
k1 > =0, k2 > =0 and k1 + k2 < =1. Warping an image
involves moving the feature points of the source image into
the shape of the target or an intermediate shape. The values
of k1 and k2 can be calculated for each pixel in the generat-
ed image using the enclosing triangle and the set of feature
points in the target image. To calculate an image warp that
is n% along the morph trajectory (where n = 0 is the source
image and n = 100 is the target image) the first step is to
calculate the location of the feature points n% from the
source to the target image. Using the equation above, the
entire image can be warped to this intermediate point. If
a ‘morph’ rather than a ‘warp’ is desired, the pixels of
the two images are then blended together with the pixel
weighings determined by n. The value of each pixel in the
morphed image M is given as M=(n/100)T + (1-(n/100))S
where T is the value of the corresponding pixel in the target
image and S is the value of the corresponding pixel in the
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source image. This pixel value can be altered to avoid ali-
asing, for example by interpolation of neighboring pixels.
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